ABSTRACT
Building on principles of Value Sensitive Design, this paper presents a preliminary conceptual and technical investigation of privacy for location-enhanced computing. The following features are considered: directionality of information flow, information management, interpretability, awareness, control, scope of disclosure, and risk & recourse. Each feature is considered at three levels of system design: technology, infrastructure, and application. Our goal is to create an analytic tool that, when completed, will provide designers with the means to recognize the privacy implications of their designs, and through their designs to proactively enhance privacy along with other enduring human values.
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INTRODUCTION
Identifying one’s own location or the location of another person, entity, or object is a fundamental part of the human experience. We rely on location information to travel from here to there, find resources such as food and shelter, and maintain our personal awareness, privacy, and safety. Parents are often concerned with the location of their children; and, likewise, children with their parents. Retail businesses have an interest in informing potential customers of the location of their stores, and customers want to be able to find stores. Governments have an interest in knowing who is within their jurisdiction; the U.S. electoral system, for example, would not function without voters’ residential location information. Ultimately, keeping track of one’s own location and the location of others is foundational to both psychological and societal well-being.

The balance is precarious, however, between the necessary dissemination of our location and the potential for the widespread abuse of recorded, networked, and statistically analyzed personal information. Technologies that can be used to identify an individual, record location, infer activity, and track this information over time are infiltrating the fabric of society. Everyday city-goers in industrialized nations experience video surveillance cameras (e.g., cameras in USPS stamp machines), GPS navigation systems, EasyPass electronic toll systems, and security access swipe cards. These technologies lend support to healthy social functioning by increasing safety, reducing traffic congestion, and limiting access to those who have clearance. However, as more technologies are designed and used in our everyday lives, and as the information collected by these technologies becomes intertwined in networks and databases, the potential for abuse increases dramatically.

This paper presents a first iteration on an analytic tool that designers can use to evaluate location-enhanced computing designs with respect to privacy.

RECENT LITERATURE ON PRIVACY IN LOCATION-ENHANCED COMPUTING
There is an emerging literature on designing to support privacy in ubiquitous computing applications. Barkhuus and Dey [2], for example, investigated users’ conceptions of privacy in position-aware and location-tracking applications on mobile telephones. Beckwith [3] presented a case-study of ubiquitous computing applications in an assisted living facility where both residents and staff were tracked by sensors and ID badges. Hong and Landay [14] utilize the mechanisms of data tagging and infospaces to construct a conceptual system for ubiquitous computing that helps protect privacy and ensure security. Hong, Ng, Lederer, and Landay [15] discuss the application of a risk model to direct two specific design projects. Beresford and Stajano [4, 5] present a technical system that helps protect user privacy while providing the utility of location-tracking by utilizing pseudonyms and “mix zones.” Langheinrich [17] presents principles upon which ubiquitous computing systems should be designed if they are to protect user privacy. He applies these principles to a design project in later work [18]. Others [19, 20, 21] have focused on defining and deconstructing the privacy space.

VALUE SENSITIVE DESIGN
Value Sensitive Design emerged in the 1990’s as an approach to the design of information and computer systems that accounts for human values in a principled and comprehensive manner throughout the design process [8, 10, 12]. Two overarching goals motivate Value Sensitive Design: (1) be proactive about human values in system
design, and (2) do so in a manner that is principled, comprehensive, and systematic.

Value Sensitive Design emphasizes values with ethical import, including privacy, trust, human dignity, respect for person, physical and psychological well-being, informed consent, intellectual property, access, universal usability, freedom from bias, moral responsibility, and moral accountability. While emphasizing the moral perspective, Value Sensitive Design also accounts for usability (e.g., ease of use), conventions (e.g., standardization of technical protocols), and personal predilections (e.g., color preferences in a graphical interface).

Key features of Value Sensitive Design involve its interactional perspective, emphasis on direct and indirect stakeholders, and tripartite methodology.

**Interactional Perspective**
Value Sensitive Design is an interactional theory [11]: values are viewed neither as inscribed into technology (an endogenous theory) nor as simply transmitted by social forces (an exogenous theory). Rather people and social systems affect technological development, and new technologies shape individual behavior and social systems.

**Direct and Indirect Stakeholders**
Direct stakeholders refer to parties who interact directly with the computer system or its output. Indirect stakeholders refer to all other parties who are otherwise affected by the use of the system. For example, computerized medical records systems impact not only the direct stakeholders, such as doctors, nurses, insurance companies, and hospitals, but an especially important group of indirect stakeholders, the patients.

**Tripartite Methodology**
Value Sensitive Design systematically integrates and iterates on three types of investigations: conceptual, empirical, and technical.

Technical investigations focus on the design and performance of the technology itself. It is assumed that technologies provide value suitabilities that follow from their properties. Technical investigations can involve either retrospective analyses of existing technologies or the design of new technical mechanisms and systems.

The three types of investigations – conceptual, empirical, and technical – are employed iteratively such that the results of one investigation are integrated with those of the others, which, in turn, influence additional investigations.

In what follows, we offer our initial start at a conceptual and then technical investigation of privacy in location-enhanced computing.

**A CONCEPTUAL INVESTIGATION OF LOCATION-ENHANCED COMPUTING**
Below we describe a set of identified features of location-enhanced computing that has direct implications for user privacy: directionality of information flow, information management, interpretability, awareness, control, scope of disclosure, and risk & recourse.

**Directionality of Information Flow**
The direction in which information flows in any location-enhanced computing technology is critical to understanding the privacy implications of the technology. There are two classes of directionality (as understood from the location of the user): in-bound and out-bound. Infrastructures or applications that utilize an in-bound directionality (sometimes referred to as a passive or anonymous model) to provide location information only to the target device are inherently more protected with respect to possible privacy intrusions. Place Lab is an example of a system that uses an in-bound directionality of information flow explicitly to protect the privacy of users [16]. Infrastructures or applications that utilize an out-bound directionality (sometimes referred to as an active model) require users to divulge their location to the environmental data collectors. Any system that requires a transmission from users to the environment has an out-bound directionality. Others have identified directionality of information flow as an essential indicator of potential privacy harms [6].

When designing location-enhanced computing systems, designers ought to consider first and foremost the directionality of information flow. If the functionality that is to be supported does not require an out-bound transmission of information (e.g., pedometer and location tracking device for fitness training), designers are much better off from a privacy perspective designing their system with an in-bound directionality only. However, there may be circumstances in which a service requires some out-bound transmission (e.g., E911 services). In these circumstances, designers ought to consider the implications of privacy along the dimensions discussed next.
Information Management

Once information about the location of the user is collected, either locally on the user’s device or somewhere on the network, it becomes critical to understand how the information is managed. At least four approaches to data protection appear in the literature. The most problematic approach from a privacy perspective is the centralized, unified storage of information; what we call unprotected information management. The centralized storage of information that has a unified representation of users and their location information provides open opportunity for malicious activity. Splitting information into separate, unconnected representations, an approach we call modularity, is less problematic. Al-Muhtadi, Hill, & Campbell [1] present an argument for why such an approach is appropriate in the context of location-aware computing. The encryption of location and identity information is a third approach. Finally, the use of temporary pseudonyms and mix zones is an alternative approach that claims to have the benefits of anonymous systems while increasing the utility of location-enhanced applications [4, 5].

Considering how the user’s information is managed is critical to respecting user privacy. Efforts can be made to encrypt data both during transmission and in storage. Data can be modularized, and pseudonymity can be an effective protection mechanism. In addition to these approaches to information management, it is important to be aware that the longer information about users is stored, the greater the risk of privacy intrusion.

Interpretability

Considering the amount of effort required to interpret the collected information is important to understanding the potential privacy risks of a technology. Data that is transmitted or stored using standardized protocols increases interoperability but also provides opportunity for machine-automated interpretation. Information that has a high fidelity (e.g., vision or audio feeds) is inherently interpretable by humans.

Consider, for example, systems that are currently being developed that use location information and RFID object tags in the user’s environment to infer user activity [22]. Such systems obviously have a great potential for utility but are also increasingly intrusive. Storing comprehensive information about the inferred activities reduces the amount of effort required by third parties to interpret the data. Systems that reduce the general interpretability of the collected information while maintaining the usability of the information for the specific purposes of the application are more protective of privacy.

Awareness

Privacy observant technologies usually require the informed consent of the user. Therefore, it is important that location-enhanced computing technologies provide mechanisms for user awareness of what information is being collected, how that information will be stored, where that information will be stored, how long the information will be stored, and to whom the information might be transferred. Friedman, Howe, and Felten [9] conducted a conceptual analysis of informed consent in online interactions. In their analysis, the function of being ‘informed’ requires disclosure on the part of the system and comprehensibility on the part of information being disclosed. We assume a similar construct within the dimension of awareness. That is, awareness requires not only that the appropriate information is disclosed to the user but also that the disclosure is communicated in a comprehensible form.

We classify technologies into two classes within the dimension of awareness: invisible and transparent. Technologies are invisible if they provide no mechanism for enabling user awareness. Weiser, Gold, and Brown [26] may have considered ubiquitous computing to ultimately result in invisible functioning, but from a privacy perspective, invisibility results in an uninformed user, and ultimately puts privacy at risk. Transparent systems, however, are those that disclose the appropriate information to the user in a form that is comprehensible.

Control

As with awareness, control is critical to supporting informed consent. In their analysis of informed consent in online interactions, Friedman et al. [9] considered ‘consent’ to include: voluntariness, competence, and agreement. We consider the dimension of control to include these three requirements as well. Voluntariness requires that the user is not coerced into the use of the system. Competence requires that the user be cognitively capable of judging the risks and benefits of allowing the system to track their location. Of course, we recognize that pragmatically this is a difficult, if not impossible, condition for designers to ensure. However, designers can make attempts to ensure that users are cognitively capable. For example, a system might be marketed to a specific population of an age commiserate with the risks and benefits of that system. Finally, agreement requires that the user be given the opportunity to opt-in or out prior to the collection of any personal information and prior to the distribution of any personal information. A system provides control to the user if it fulfills each of these requirements.

Scope of Disclosure

The scope of disclosure refers to how and to whom information about the user is distributed. There are at least five classes of this feature: personal, interpersonal, institutional, organizational, and societal. (There are likely more classes such as governmental but for the purposes of this paper we consider the five listed.) A personal disclosure occurs when information about the user is collected by that user’s own device but is not communicated to anyone or system beyond the device itself. In this case, the user is disclosing information to a personal device for the purposes of current or future
A secure, point-to-point transmission between the personal devices of two members of the same social network is an interpersonal disclosure, but if that same information is communicated using a digital cellular network, the disclosure is both social and institutional (e.g., mMode). An institutional disclosure is one in which any information goes to/through a service-provider’s network (e.g., Cingular Wireless, Safeway Club Cards). An organizational disclosure occurs when information about the user is communicated to his or her employer or within some other organizational setting (e.g., an online calendaring system or PARC’s Active Badge system). Finally, a societal disclosure occurs when personal information is made available to members of society (e.g., political campaign contribution information available through Fundrace.org).

Designers must recognize that an application like Cingular’s (previously AT&T’s) mMode is designed to function within the social domain but is by definition also disclosing information within an institutional domain. In such a context, users may not recognize the implications.

### Risk & Recourse

The risk & recourse feature of system design refers to the balance between the amount of risk users take on when disclosing personal information and the degree to which those users have recourse against those to whom the information is disclosed. Risk is directly related to the content of the information. How sensitive is the information? What can be accomplished by a malicious agent who has access to the information? How easily can the information be associated with other seemingly benign information resulting in greater potential for harm? Recourse refers to the user’s ability to hold the recipient of a disclosure accountable for inappropriate use of the user’s personal information. Recourse likely differs for each form of disclosure and, related to risk, the actual inappropriate use of the information. For example, with respect to the inappropriate use of a social disclosure, a user’s mechanisms for recourse might be as basic as discontinuing the social relationship or publicly announcing the inappropriate use, thereby harming reputation. Likewise, institutional disclosures result in greater potential for recourse within the financial domain.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Infrastructure</th>
<th>Application</th>
<th>Directionality</th>
<th>Interpretability</th>
<th>Scope of Disclosure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ultrasound</td>
<td>Vision</td>
<td>Either</td>
<td>Med</td>
<td>Organizational</td>
<td></td>
</tr>
<tr>
<td>Ultrawideband Radio</td>
<td>UbiSense</td>
<td>In-Bound</td>
<td>High</td>
<td>Organizational</td>
<td></td>
</tr>
<tr>
<td>GPS</td>
<td>Infrared</td>
<td>Either</td>
<td>Med</td>
<td>Personal, Social or Organizational</td>
<td></td>
</tr>
<tr>
<td>Ultrawideband Radio</td>
<td>Cricket (also uses Ultrasound)</td>
<td>In-Bound</td>
<td>Low</td>
<td>Personal</td>
<td></td>
</tr>
<tr>
<td>Bluetooth</td>
<td>RFID</td>
<td>Out-Bound</td>
<td>Med</td>
<td>Social or Organizational</td>
<td></td>
</tr>
<tr>
<td>Cellular</td>
<td>OnStar (with GPS)</td>
<td>Out-Bound</td>
<td>Med</td>
<td>Organizational</td>
<td></td>
</tr>
<tr>
<td>TV-GPS</td>
<td>Rosum</td>
<td>Out-Bound</td>
<td>Med</td>
<td>Organizational</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Privacy-related features of technologies, infrastructures, and applications.
A TECHNICAL INVESTIGATION OF LOCATION-ENHANCED COMPUTING

Building on principles of Value Sensitive Design, the above conceptual investigation can now be employed to help structure the first iteration of a technical investigation. Specifically, we sought to analyze the privacy-related features of a handful of important and emerging technologies, infrastructures, and applications. The technologies are comprised of ultrasound, vision, ultrawideband radio, GPS, infrared, WiFi, WiMAX, Bluetooth, RFID, cellular, and TV-GPS. (See [13] for a brief review of location-enhanced technologies.) The infrastructures are comprised of UbiSense, Cricket, PlaceLab, and Rosum. The applications are comprised of IcyPole, OnStar, E911, and mMode.

Table 1 provides an overview of our technical investigation. Each row of the table represents a technology, infrastructure, or application within the area of location-enhanced computing. Each is evaluated along the dimensions of directionality, interpretability, and scope of disclosure. We have excluded information management, awareness, control, and accountability from the table, as they are primarily associated with the application layer of the system design, and as such, require a more complex technical analysis then we were able to conduct for the purposes of this paper. This table allows the reader to see which features of which technologies, infrastructures, or applications represent potential privacy risks to users.

Each feature relates differently to the three system design layers of technology, infrastructure, and application in location-enhanced computing. Applications ultimately reflect the features of the technologies and infrastructures upon which they are built in addition to those features associated specifically with the application layer; thus it is critical to consider all three layers in any investigation of an application.

DISCUSSION

There are a number of pragmatic reasons for designers to consider privacy in location-enhanced computing. From a market perspective, designers need to recognize that there are financial incentives to systematically account for privacy issues in design. For example, PARC’s Active Badge Location System [25] was widely considered a powerful but ultimately unfriendly technology because it neglected to account adequately for privacy concerns in the design. Intel suffered a public relations setback when it announced that its Pentium III PC processors would ship equipped with embedded unique identifiers [7, 23]. Tang [24] investigated the economic and value implications for a company that neglected to install an on/off switch in the microphones of its PC products. Each of these examples illustrates the financial benefits for considering privacy, especially when designing systems that are as inherently intrusive as location-enhanced technologies.

Building on principles of Value Sensitive Design, we have offered our initial start at a conceptual and then technical investigation of privacy in location-enhanced computing. In future work, we expect to extend these investigations, and iterate on empirical investigations as well. Our goal is to create an analytic tool that, when completed, will provide designers with the means to recognize the privacy implications of their designs, and through their designs to proactively enhance privacy along with other enduring human values.
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